Two-dimensional architectures for donor-based quantum computing
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Through the introduction of a new electron spin transport mechanism, a 2D donor electron spin quantum computer architecture is proposed. This design addresses major technical issues in the original Kane design, including spatial oscillations in the exchange coupling strength and cross-talk in gate control. It is also expected that the introduction of nonlocality in qubit interaction will significantly improve the scaling fault-tolerant threshold over the nearest-neighbor linear array.
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I. INTRODUCTION

The Kane paradigm of donor nuclear spin quantum computing in silicon,\(^1\) based on single atom placement fabrication techniques,\(^2,3\) is an important realization of Feynman’s original concept of nanotechnology in the solid state. Variations on this theme include electron spin qubits\(^4\)–\(^6\) and charge qubits.\(^7\) There are significant advantages of the donor spin as a qubit, including uniformity of the confinement potential and high number of gate operations possible within the electron spin coherence time, measured to be in excess of 60 ms.\(^8\) Consequently, there is great interest in donor-based architectures and progress towards their fabrication.\(^9\)–\(^11\)

It is often assumed that solid-state designs should be inherently scalable given the capabilities of semiconductor device fabrication. In reality this weak-scalability argument should be replaced with a stronger version as scalability of a given architecture is considerably more complex than fabricating many interacting qubits. Fault-tolerant scale-up requires quantum error correction over concatenated logical qubits with all the attendant ancillas, syndrome measurements, and classical feed-forward processing. Both parallelism and communication must be optimized.\(^12\) Only by considering such systems-level issues in conjunction with the underlying qubit physics will the requirements of quantum computation in a given implementation be understood, and new concepts generated. In this paper we introduce a new mechanism for coherent donor electron spin state transport, and in a similar design path to the QCCD ion trap proposal,\(^13\) we construct for the first time a quasi-two-dimensional donor architecture based on distinct qubit storage and interaction regions.

The significant interest in scaling up the donor-based solid-state designs, has led to a number of works considering these scalability issues. As a result, several serious problems have been identified, including sensitivity of the exchange interaction and control to qubit placement (at the 2–3 lattice site level),\(^14\)–\(^16\) qubit control and fabrication limitations associated with high gate densities,\(^17,18\) spin readout based on spin-charge transduction,\(^1,19,20\) and the communication bottlenecks for linear nearest neighbor (LNN) qubit arrays.\(^17,21\)

The issue of local versus nonlocal fault-tolerant operation is nontrivial.\(^22,23\) A recent surprising result is that Shor’s algorithm can be implemented on a LNN circuit for the minimal qubit case with no increase at leading order in the circuit gate count or depth.\(^24,25\) However, at the systems level one expects a linear nearest neighbor qubit array to suffer from swap gate overheads, particularly when concatenated qubit encoding is employed. The general analysis in Ref.\(^23\) estimates that locality forces the threshold down inversely with the physical encoding scale. The extent of the LNN penalty has been explicitly shown to bring the threshold down by two orders of magnitude compared to the nonlocal case.\(^26\)

For the Kane, or related donor based architectures, all of the above implies the imperative of finding ways of traversing the linear array constraints, as the most effective way to improve the threshold and tackle the technical problems listed. An important step in this direction is the proposal for subinterfacial transport of electrons in a one-dimensional array.\(^27\) This design has many desirable features, digitizing the single and two qubit gate problems in an elegant way, but also has problems with scalability due to the relative closeness of gates.\(^17\)

The 2D architecture introduced here specifically addresses the problems listed above. In Fig. 1, an example of how qubit transport can be used is given for the specific case of the exchange-interaction based Kane architecture. We note that the transport ideas presented here allow for a similar, but

![FIG. 1. (Color online) Top view of a fragment of a quasi-two-dimensional donor electron spin quantum computer architecture for the case of Si:P, incorporating coherent transport by adiabatic passage (CTAP).](image-url)
of the two-qubit interaction to high precision using only the design allows for new variations on the theme, e.g., electron-nuclear singlet-triplet encoding and digitization of hyperfine control, or introduction of local buried $B$-field antennae structures, and space for SET readout techniques.

II. COHERENT TRANSPORT BY ADIABATIC PASSAGE (CTAP)

A schematic of the minimal three donor transport pathway is given in Fig. 2. The triple-well system $|1\sigma\rangle, |2\sigma\rangle, |3\sigma\rangle$ $(\sigma=\uparrow, \downarrow)$ facilitates coherent state transport from $|\alpha\downarrow\rangle + \beta|\alpha\uparrow\rangle$ to $|\alpha\downarrow\rangle + \beta|\alpha\uparrow\rangle$ without populating the $|2\sigma\rangle$ states. Techniques for coherent transfer by the adiabatic passage are well known, and for the donor system was proposed in Ref. 28 for the case of charge transfer. A superconducting version of the three state case has also been proposed. The system is controlled by shift gates, $S$, which can modify the energy levels of the end donors, and barrier gates, $B_{i,j+1}$ which control the tunneling rate $\Omega_{i,j+1}$ between donors $i$ and $i+1$.

Although the scheme we introduce here necessarily includes spin, we first consider the zero field case and ignore spin degrees of freedom to illustrate the principles of CTAP in the one-electron three-donor system, $3D^2+$. The effective Hamiltonian for the $3D^2+$ system is

$$\hat{H} = \Delta |2\rangle\langle 2| - \hbar (\Omega_{12}|1\rangle\langle 2| + \Omega_{23}|2\rangle\langle 3| + \text{H.c.}),$$

where $\Omega_{ij}(t)$ is the coherent tunneling rate between donors $|i\rangle$ and $|j\rangle$ and $\Delta = E_2 - E_1 = E_2 - E_3$. The eigenstates of $\hat{H}$ (with energies $E_{\alpha}$ and $E_0$) are

$$|D_{0}\rangle = \sin \Theta_1 \sin \Theta_2 |1\rangle + \cos \Theta_2 |2\rangle + \cos \Theta_1 \sin \Theta_2 |3\rangle,$$

$$|D_{\alpha}\rangle = \sin \Theta_1 \sin \Theta_2 |1\rangle - \sin \Theta_2 |2\rangle + \cos \Theta_1 \cos \Theta_2 |3\rangle,$$

where we have introduced $\Theta_1 = \arctan(\Omega_{12}/\Omega_{23})$ and $\Theta_2 = \arctan(2\hbar(\Omega_{12})^2 + (\Omega_{23})^2/\Delta)/2$. Transfer from state $|1\rangle$ to $|3\rangle$ is achieved by maintaining the system in state $|D_{0}\rangle$ and changing the characteristics of $|D_{0}\rangle$ adiabatically $(|E_{0} - E_{\alpha}| > |(\langle D_{0}\rangle|D_{\alpha}\rangle)|$ from $|1\rangle$ at $t=0$ to $|3\rangle$ at $t=t_{\text{max}}$ by appropriate control of the tunneling rates, without population leakage into the other eigenstates.

For the case of coherent spin transport we write the $3D^2+$ Hamiltonian in terms of spin/site operators as

$$\hat{H} = \sum_{i=1}^{3} \sum_{\sigma=\uparrow, \downarrow} E_{i\sigma} c_{i\sigma}^{\dagger} c_{i\sigma} + \sum_{ij} \sum_{\sigma=\uparrow, \downarrow} \Omega_{ij}(t) c_{i\sigma}^{\dagger} c_{j\sigma}.$$  (3)

The system defined in Eq. (3) is solved numerically for the density matrix, $\rho(t)$, in the presence of a (dominant) charge dephasing rate $\Gamma$, assumed to act equally on all coherences. Calculations (discussed below) indicate that spin and charge degrees of freedom are essentially decoupled in this system, hence we are able to neglect spin-orbit and hyperfine terms to leading order. Without attempting to fully optimize control we apply Gaussian pulses of the form

$$\Omega_{ij}(t) = \Omega_{ij}^{\text{max}} \exp[-(t-t_{ij})^2/(2w_{ij}^2)],$$

where $t_{ij}$ and $w_{ij}$ are the peak time and width of the control pulse modulating the tunneling rate between position states.
The conclusions of this paper set the pulses. With total pulse time when the width of the pulses equals the time delay between ordering, where the adiabatic criterion is satisfied, and the transport time is in the presence of charge dephasing for a range of parameter ing rates. In solving the time dependence of the open system dephasing, with respect to the controlled interdonor tunneling rates, which are computed using the pseudopotentials method. To simplify matters for initial simulations we set these conditions can be relaxed with no effect on

FIG. 3. (Color online) Numerical simulation of the CTAP pulse scheme applied to a spin superposition at donor 1 at $t=0$, demonstrating coherent transfer to the third donor at $t=t_{\text{max}}$ (phases relative to an untransported state).

$|\downarrow\rangle$ and $|\uparrow\rangle$. To simplify matters for initial simulations we set the maximum tunneling rates and standard deviations for each transition to be equal, i.e., $\Omega_{ij}^{\text{max}} = \Omega_{\text{max}}$ and $w_{ij} = w$, and set $\Delta = 0$ (these conditions can be relaxed with no effect on the conclusions of this paper). Transfer is then optimized when the width of the pulses equals the time delay between the pulses. With total pulse time $t_{\text{max}}$ we choose $w = t_{\text{max}}/8$ so that $t_{12} = (t_{\text{max}} + w)/2$ and $t_{23} = (t_{\text{max}} - w)/2$. This ordering, where $\Omega_{23}$ is applied before $\Omega_{12}$ is known as the counterintuitive pulse sequence and has significant advantages in improving transfer fidelity over other pulse sequences. The results of such calculations are given in Fig. 3, where the initial state at site 1 was taken to be a spin superposition state $\alpha|\downarrow\rangle + \beta|\uparrow\rangle$ (we set $\alpha = \beta = 1/\sqrt{2}$ in this specific case without loss of generality). The qubit is transported to the required state $\alpha|\uparrow\rangle + \beta|\downarrow\rangle$ at site 3 at $t=t_{\text{max}}$. Since we have used the counterintuitive pulse ordering, at no time during the sequence does the electron occupy the middle site.

In a real system, transport fidelity will be controlled by the adiabatic criterion and the time scale of any charge dephasing, with respect to the controlled interdonor tunneling rates. In solving the time dependence of the open system in the presence of charge dephasing for a range of parameter values, we find quite generally that the fidelity is high when the adiabaticity criterion is satisfied, and the transport time is at least an order of magnitude faster than charge dephasing. These results are consistent with those of Ivanov et al. who considered the role of dephasing in the three-state stimulated Raman adiabatic passage (STIRAP). The requirements on coherence for transport are much less stringent than for a charge based qubit system, as we require coherence only over a single transport cycle. Although these competing time scales are essentially unmeasured at present, estimates for the P-P$^+$ decoherence time are of order 10 ns (Ref. 40) or longer, and a value of 220 ns was reported recently for a Si:P double dot. On the other hand, transport time scales are dominated by subnanosecond tunneling times, due to the strong confining potential of donor nuclei. In order to quantitatively determine the effect of such time scales on transport fidelity, we must first determine the typical interdonor tunneling times through a detailed analysis of the gated P-P$^+$ system.

FIG. 4. (Color online) Response of the P-P$^+$ interdonor potential profile to the barrier gate bias $V_b = (0, \pm 500)$ mV.

III. GATE ASSISTED TUNNELING BETWEEN DONORS

The CTAP transport time will be defined primarily by the gate-assisted tunneling rate between donors. While recent investigations of the P-P$^+$ system in a uniform electric field have been reported for a uniform dc field and the full driven ac case, we require here the interdonor barrier response to the field generated by a surface gate. Our approach is to use the TCAD nanoelectronic design package to compute the potential $V(r)$ due to a surface $B$-gate bias $V_b$ (Fig. 4) and numerically calculate the P-P$^+$ molecular donor electron wave function for the first two states in this external potential, and hence determine the effective tunneling rate.

We choose an effective mass basis, e.g., $F_{\alpha l}(r) = \varphi_{n l m}(x,y,z)$, about the six band minima where the $\varphi_{n l m}$ are hydrogenic orbitals with Bohr radius $a_+$. Diagonalizing the total Hamiltonian of the system, we obtain a generalized Kohn-Luttinger wave function,

$$\psi(r, V_b) = \sum_{n=1}^{n_{\text{max}}} \sum_{l,m} c_{n,l,m}(V_b) \sum_{\mu=1}^{6} F_{\mu l,m}(r) e^{iJ_{\mu} \cdot r} u_{k\mu}(r),$$

where the Bloch states are

$$u_{k\mu}(r) = \sum_{G} A_{k\mu}(G) e^{iG \cdot k_{\mu}}.$$  

The silicon band structure is incorporated via the $A_{k\mu}(G)$, which are computed using the pseudopotentials method. To describe the extended P-P$^+$ system we form bonding and antibonding states.
antibonding states is simple, the nontrivial nodal properties of the donor electron wave function and the proximity of the oxide interface complicates the tunneling control. These calculations directly extend similar effects noted in the ungated P-P* system. From Fig. 5 we see that for this configuration the tunneling rate can be varied from 0 at +100 mV to ~10 GHz at −200 mV, giving a gate assisted tunneling time of 60 ps.

IV. ADIABATICITY AND FIDELITY IN THE CTAP TRANSPORT SCHEME

Based on the gate assisted tunneling times determined in the previous section, we carried out time-dependent simulations of the CTAP protocol for 5, 7, and 9 donor chains. First, however, we show analytical results to highlight the general scaling relations. To investigate the fidelity of transfer as the number of donors in the chain is varied, we must satisfy the adiabaticity criteria. As with the three-donor case, the states of interest are those closest to the generalization of |D_0⟩, which we denote as |D_±n⟩. The eigenvalues for |D_±n⟩ are approximately

$$\Lambda_{\pm}(n) = \pm \sqrt{\frac{2(\Omega_1^2 + \Omega_2^2)}{n - 1}}.$$  

(8)

Explicitly, the states are given by (n=2m+1),

$$|D_{1,[n]}⟩ = (−1)^{m+1}|Ω_1⟩|n⟩ + \sum_{k=1}^{m} (−1)^k \frac{Ω_1Ω_2}{Ω_1}|2k+1⟩ \sqrt{\frac{1}{Ω_1^2 + Ω_2^2}},$$

(9)

where $A_2(n) = (-1)^k \left[ (k-1)!\Lambda_2(n) - Ω_1 \right]$, and we have assumed $Ω_1, Ω_2$ and dropped terms in $(1/Ω_1)^2$ and higher. For high-fidelity transfer we require the system to remain in the equivalent of state |D_0⟩, without making a nonadiabatic transfer to one of the neighboring states, i.e., |D_±⟩. As a rule of thumb this means that the time for the protocol must be short compared to $1/\Lambda_{±}(n)$. More precisely, we must satisfy

$$A = \frac{\beta \partial \mathcal{H}}{\partial t} |α⟩ \approx 1,$$

(11)

for two neighboring transitions, |α⟩ and |β⟩. The transitions of interest are those between |D_{0,n}⟩ and |D_{+,n}⟩, and |D_{0,n}⟩ and |D_{−,n}⟩, which will be equivalent for the purposes of adiabaticity, so for simplicity, we choose the former. In this case, the adiabaticity parameter can be derived analytically and is

$$A = \frac{1}{\sqrt{2}(\Omega_1^2 + Ω_2^2)} \left[ \sqrt{\frac{n-1}{2(\Omega_1^2 + Ω_2^2)}(Ω_1Ω_2 - Ω_2Ω_1)} + \frac{Ω_1Ω_2n}{Ω_1^2 + Ω_2^2}(Ω_2Ω_2 - Ω_1Ω_1) \right].$$

(12)

This should be compared to the result for adiabaticity in the STIRAP scheme, where the first term is the usual result scaled by the increase in states, and the second term is a higher order correction.
The analysis for adiabaticity is useful for estimating ranges and pulse times, but to calculate the actual transfer fidelities it is necessary to numerically evolve the open system through the adiabatic transfer. In terms of the population $n_n$ at the end site, the transport error $\epsilon_n$ for the CTAP$n$ protocol over a $t_{\text{max}}$ is defined as $\epsilon_n=1-n_n/t_{\text{max}}$. We have solved the system, including the effect of dephasing and the results are shown in Fig. 6. The adiabatic nature of the transport scheme provides an inherent robustness, as evidenced in Fig. 6, which shows a remarkable uniformity in the response to charge dephasing for the different path lengths once the adiabatic regime is reached. The extent to which $\Omega_S$ controls the transport fidelity is also clear, and we note that there is room for improvement through optimization of control pulses and minimization of charge fluctuations through fabrication development.

As intrinsic spin-orbit coupling for donor states in silicon is very low, dephasing of donor electron spin is dominated by spectral diffusion due to spin impurities and is mitigated by isotopic purification. For the bound state spin-orbit coupling, at $V_b \sim 200$ mV we calculate from Eq. (5) the non-$S$ components to be $\sum_{n,l>0,m}|c_{n,l,m}(V_b)|^2 < 10^{-4}$ indicating that the deviation from the $S$ sector is minimal. Together with near zero occupation of channel states, this suggests that charge dephasing will have a negligible second order effect on the spin coherence during transport. Decoupling of orbital and spin sectors has already given rise to demonstrations of coherent transport of electron spins over 100 $\mu$m in GaAs.

This first order decoupling of charge and spin sectors also occurs for the hyperfine interactions of the electron spin with channel donors. Even in the presence of charge dephasing the degree of channel population is very low, and this fact combined with the relatively fast time scale of transport (nanoseconds) compared to the hyperfine interaction (microseconds) will lead to an extremely low higher order error. We verified this numerically by including hyperfine interactions during the CTAP protocol, over an ensemble of channel donor nuclear spin configurations and found the contribution to overall transport error was negligible.

Another important consequence of adiabaticity is that relatively large variations in tunneling rates due to donor placement will not affect the viability of the scheme. The results of explicit calculations for tunneling rate variations (as defined in Fig. 7) presented in Fig. 8 show that relatively large variations can be tolerated.

V. ARCHITECTURES FOR FAULT-TOLERANT OPERATION

The basic layout of a possible quasi-two-dimensional architecture, with interacting qubit pairs, storage regions,
transport pathways based on CTAP, and classical driving circuitry is shown in Fig. 9. The overall effective linear gate density still is comparable to the original Kane proposal, but it has the significant advantages of greatly reduced crosstalk between interacting pairs of qubits, the ability to bypass interaction regions with an insufficiently strong exchange interaction, the ability to quickly transport qubits large distances allowing the effective implementation of nonlocal gates, and the physical incorporation of the relatively large SET readout devices which was absent in the original design. The placement of SET sites may ultimately be important in providing a heralding mechanism for correctable transport errors. Linear gate density could be further reduced by using longer CTAP transport rails, and possibly by replacing each $A$-gate and $S$-gate pair at the interaction regions with a single offset gate and globally controlling every second $S$-gate in the transport/storage regions instead of each one individually.

One would expect that the optimum arrangement for fault-tolerant operation may require sophisticated system level simulations comparable to those described in Ref. 50 to determine the best use of this medium range quantum transport capability, and the resulting effective threshold.

VI. CONCLUSIONS

In this paper we have presented a 2D donor quantum computer architecture proposal based on nonballistic spin transport. For definiteness, our chosen context is an electron

FIG. 8. Error rates due to misalignment of the central donors as a function of the distribution parameter $\eta$ which governs the standard deviation around the target straddling donor tunneling rate $\Omega = 1 \text{ THz}$ ($t_{\text{max}} = 2 \text{ ns}$). The line is the median error rate, over the ensemble for each $\eta$.

FIG. 9. (Color online) The figure shows (counterclockwise from the bottom left) the CTAP rails connecting the interaction regions with the rest of the computer; the incorporation of interaction zones, storage, and SET readout; a unit cell including space reserved for classical driving circuitry on a chip; and a quasi-two-dimensional tiled arrangement which can be extended in the plane.
two-dimensional architectures have been proposed, which should share some of the same advantages of the present scheme. In the second, Svore et al. explicitly consider the effect of including transport and optimal arrangements in a 2D lattice on the fault-tolerant threshold. This important general analysis of the 2D lattice with swap gate transport may carry directly over to our case with swap gates and “dummy” qubits replaced by CTAP transport rails and vacant sites.
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